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ABSTRACT
We present a fast Bayesian algorithm for category-level object detection in natural images. We modify the popular Naive Bayes Nearest Neighbour classification algorithm to make it suitable for evaluating multiple sub-regions in an image, and offer a fast, filtering-based alternative to the multi-scale sliding window approach. Our algorithm is example-based and requires no learning. Tests on standard datasets and robotic scenarios show competitive detection rates and real-time performance of our algorithm.
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1. INTRODUCTION
Object detection has always been one of the most important applications of Computer Vision. In recent years, research has moved from detection of particular objects [10] to category-level detection. Many standard datasets have appeared, from single-class detection problems [1] to complex datasets featuring dozens of classes [5]. A detailed survey of available algorithms is beyond the scope of this paper. Here we concentrate on a particular issue involved in many modern algorithms – the expensive search over positions and scales, especially when combined with non-parametric probability density estimation methods.

While there are some notable methods based on generating hypotheses [7, 9, 21, 24], most recent state-of-the-art methods in object detection use a sliding window approach for testing a vast number of possible object locations at multiple scales [4, 23, 25, 26]. Typically, powerful features are extracted from each region [4, 23], and these are classified using powerful classifiers such as SVMs [22] and boosting [23]. Most of these methods require a long learning stage, but once a model has been learned they are capable of fast classification, making it possible to test many hypotheses quickly.

In recent years, non-parametric naive Bayes methods based on nearest neighbours (NBNN) have shown competitive results in image and scene classification tasks [3, 12, 18, 19]. They estimate probability density during the recognition process, and classify using a MAP decision rule. They are attractive due to their simplicity, speed, absence of expensive learning, and Bayesian foundation. However, the complexity of such methods is concentrated in the classification step, making them a poor match for sliding window approaches.

In this paper, we present a reformulation of NBNN which transforms it from a pure classification algorithm into a multi-scale object detection method. It can be seen as a Naive Bayes interpretation of Hough voting methods like [9]. Our approach avoids sliding windows and thus incurs only a modest extra cost compared to the baseline NBNN algorithm. We evaluate the performance on several standardised benchmarks.

2. OBJECT DETECTION METHOD
Recent work has shown that an efficient data selection step can speed up object categorisation [18, 19]. We follow [18] and extract keypoints at several scales using the BIMP algorithm, and then extract SIFT descriptors at keypoint locations, with a size proportional to the keypoint scale. We then apply a modified version of the local NBNN algorithm of [12].

2.1. Local Naive Bayes Nearest Neighbour
We start by making the NBNN algorithm compatible with the sliding window approach. NBNN algorithms typically expand local descriptor vectors $d_i$ (sampled at keypoint locations) with their scaled 2D image coordinates $x(d_i)$ to obtain localised evidence feature vectors $e_i = [d_i, \alpha x(d_i)]$, where $\alpha$ is a weight controlling the relative importance of a feature’s position (see [3]). The implicit assumption is that the object is roughly centered in the image, so similar positions in the image correspond to similar positions on the object. Then log-likelihood is modelled by

$$\log P(e_1 \ldots e_N | C) \approx \sum_{i=1}^{N} ||e_i - \text{NN}_C(e_i)||^2,$$

where $\text{NN}_C(e_i)$ is the nearest neighbour of $e_i$ among all descriptors obtained from images belonging to class $C$. There is no learning involved: all descriptors from all training images are kept. Nearest neighbours can be computed efficiently using fast linear approximate algorithms such as FLANN [15].

The above formulation is not yet useful for object detection because the location of each feature changes with the position of the sliding window, so all descriptors $e_i$ change. We
first modify Eqn 1 so that the descriptors \(d_i\) are separated from
the keypoint locations \(x(d_i)\):

\[
\log P(e_1 \ldots e_N \mid C) \approx \sum_{i=1}^{N} \|d_i - NN_C(d_i)\|^2 +
\alpha \sum_{i=1}^{N} \|x(d_i) - x(NN_C(d_i))\|^2.
\] (2)

Eqns 1 and 2 yield the same sums if the nearest neighbours of
\(e_i\) and \(d_i\) are the same for all \(i\). In practice, differences are
small because \(e_i\) and \(d_i\) consist mostly of the same elements,
and the contribution of \(x(d_i)\) to the total distance is small.

Following the approach of [12], we minimise the log-odds
to obtain the winning class. This means that the actual num-
ber of keypoints used per class can vary:

\[
c = \arg \min_{C} \sum_{i=1}^{N} \left(\|d_i - NN_C(d_i)\|^2 - \text{distb}(d_i)\right) +
+ \alpha \sum_{i=1}^{N} \|x(d_i) - x(NN_C(d_i))\|^2,
\] (3)

where distb is the background distance estimate for descriptor \(d_i\)
estimated using a nearby sample (see [12] for details).

We store original descriptors without 2D coordinates and
for each one we keep the offset from the object centre, ex-
pressed as a function of the scale of the local keypoint, in a
separate structure \(s(d_i)\). This allows for reusing the feature
vectors and using a single FLANN structure for classifying
any sub-region in an image. In principle, it is then possible to
apply sliding windows for object detection.

2.2. Background Model

In order to reject regions which do not contain objects,
we need to define a background class. For keeping our
model general, we do not assume that the background can be
“learned” from training images. We make two basic as-
sumptions about the background: (i) background can look
like anything, and (ii) background has no learnable structure:

\[
P(d_i \mid \text{bg}) = p_{\text{bg}}; \quad P(e_i \mid \text{bg}) \approx p_{\text{bg}}/N_p,
\] (4)

where \(p_{\text{bg}}\) is a constant and \(N_p\) the number of pixels in the
image. The reasoning behind this is that the inherent struc-
ture of objects will concentrate object hypotheses on a few
spots, causing the conditional probability at those points to
exceed the background probability. Constant \(p_{\text{bg}}\) can be ap-
proximated by counting features in training images, but we
treat it as a parameter for controlling false positives.

2.3. Object Detection Using Filter Kernels

We now replace the standard sliding window approach by
a voting scheme followed by two filtering operations (see

---

1Subsampling is possible for large images.
create the object detection matrix for each class by convolving the two matrices with the kernels and summing them:

\[ M_C = M_C^* \ast K_{\text{mask}} + \alpha M_C^* \ast K_{\text{dist}}. \]  

(10)

\( \alpha \) is the weight determining how much keypoint location contributes to the total sum. An object of class \( c \in C \) is detected if the value of \( M_c \) at a local minimum is lower than the value of each \( M_c \neq c \) and lower than the background constant.

It is important to note that, for large values of \( R \), Eqn 10 computes exactly the same sum as Eqn 3 for each element of \( M_C \): the first convolution is a sum of descriptor distances, and the second convolution is a sum of weighted descriptor offsets. In fact, Eqn 10 is equivalent to evaluating Eqn 3 at each pixel location in the image, keeping the classification performance of NBNN while speeding up the sliding window search by orders of magnitude.

### 2.4. Localisation of Detected Objects

After detecting object centres, we estimate the boundaries of the object. We only allow one object to be present at any particular location in the image, so we group all points which voted for a particular hypothesis. Each point is associated with a training object and its bounding box. We set the width and height of the detected object to be the median width and height of the bounding boxes proposed by all collected points. Remaining hypotheses of all objects are sorted by total distance, and all hypotheses which overlap with a better hypothesis by more than 50% are eliminated (measured as intersection over union) [5].

### 2.5. Time Complexity

The complexity of the local NBNN classification algorithm in Eqn 2 is \( O(cN_D \log(N_C N_T N_D)) \) per image, where \( N_C \) is the number of classes, \( N_T \) the number of training images per class, \( N_D \) the average number of descriptors per image, and \( c \) the number of times a K-D tree should be traversed. The use of a sliding window expands this to \( O(N_w c N_D \log(N_C N_T N_D)) \), where \( N_w \) is the number of separate regions examined by the algorithm, typically in the hundreds. Ideally, we would perform the nearest neighbour lookup only once per descriptor.

The new algorithm reduces the complexity to \( O(cN_D \log(N_C N_T N_D) + O(\text{filtering}) \). The filtering complexity is \( O(N_C N_p \log N_p) \) for 2D filtering in the frequency domain (needed with \( L_2 \) distance), and \( O(N_C N_p R) \) for separable filtering in the spatial domain (\( L_1 \) distance). \( N_p \) is the number of pixels in the image and \( R \) is the kernel radius. In practice, the filtering operation is very fast compared to the required nearest-neighbour lookups. Therefore, our new algorithm is capable of finding multiple objects belonging to multiple classes with only a very modest additional complexity compared to a simple local-NBNN classification.

### 3. EVALUATION

We evaluated our algorithm on two popular category-level detection benchmarks and a real-time robotic scenario.

#### 3.1. UIUC Cars Dataset

The UIUC Cars dataset [1] consists of 550 positive training images, 500 negative training images, 170 single-scale testing images and 108 multi-scale testing images. Since all annotations have the same aspect ratio, we report a box with this ratio which maximises the overlap with our detected bounding box (see Fig. 3). We did not use the negative training images except for estimating distb in Eqn 3. Table 1 reports the F-score using \( R = 25 \) and compares it to other methods. In the single-scale test, our algorithm achieves state-of-the-art results, although it is competing against specialised classifiers. The official evaluation software assumes a sliding window of a fixed size, which is a poor match for our more general algorithm which estimates the bounding box directly from image data. Because of this, the official F-score on multi-scale images was only 46%. When using the more common Pascal overlap criterion, our method achieves 96%, i.e. a state-of-the-art result (see Table 1).
Table 1. F-score on the UIUC Cars dataset compared to some state-of-the-art approaches. The result marked with ∗ was obtained using the Pascal criterion.

<table>
<thead>
<tr>
<th>detector</th>
<th>single scale</th>
<th>multi-scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agarwal et al. [2]</td>
<td>0.765</td>
<td>0.396</td>
</tr>
<tr>
<td>Leibe et al. [9]</td>
<td>0.975</td>
<td></td>
</tr>
<tr>
<td><strong>Our result</strong></td>
<td><strong>0.983</strong></td>
<td><strong>0.458 / 0.96</strong>∗</td>
</tr>
<tr>
<td>Maji et al. [11]</td>
<td>0.985</td>
<td></td>
</tr>
<tr>
<td>Mutch and Lowe [16]</td>
<td>0.999</td>
<td>0.906</td>
</tr>
</tbody>
</table>

Table 2. Recall on the horses dataset (averaged over five trials) at different false positive per image rates compared to state-of-the-art approaches.

<table>
<thead>
<tr>
<th>detector</th>
<th>0.1 fppi</th>
<th>0.4 fppi</th>
<th>1 fppi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ferrari et al. [6]</td>
<td>0.55</td>
<td>0.70</td>
<td>0.9</td>
</tr>
<tr>
<td>HoG+SVM [13]</td>
<td>0.66</td>
<td>0.82</td>
<td>0.91</td>
</tr>
<tr>
<td>BOSS [20]</td>
<td>0.65</td>
<td>0.84</td>
<td>0.92</td>
</tr>
<tr>
<td><strong>Our result</strong></td>
<td><strong>0.82</strong></td>
<td><strong>0.87</strong></td>
<td><strong>0.92</strong></td>
</tr>
<tr>
<td>Monroy &amp; Ommer [14]</td>
<td>0.90</td>
<td>0.92</td>
<td>0.93</td>
</tr>
</tbody>
</table>

3.2. INRIA Horses

The INRIA Horses dataset [8] consists of 170 images containing horses and 170 negative images. Large variations in scale and pose make this a challenging category-level detection test. Following [6], we use 50 images for training and the rest for testing, with R = 60. Once again we do not make use of the background category other than for estimating distb and testing. Despite competing against much more complex discriminative shape models, our algorithm easily achieves state-of-the-art performance on this dataset, see Table 2.

3.3. Real-Time Detection in Robotics

Our algorithm is particularly suited to real-time robotics applications due to the absence of a slow learning step, the ability to expand object models on-line, and real-time performance. We tested the detection of ten household items often used in robotic scenarios on a video (Fig. 4). With only three examples per class at a single scale, our algorithm correctly detected the objects at all scales with no false positives.

3.4. Speed

We ran our algorithm on an i5 processor at 2.8 GHz and a GeForce 460 Ti GPU. On an image with 640×480 pixels, our algorithm runs in real time: GPU-assisted keypoint extraction takes 24ms, SIFT feature extraction takes 50ms, and our object detection algorithm 110ms on average, for a total of 180ms. Using four cores of a modern processor, this gives 20 frames per second on average. Complete evaluation of the Cars and Horses datasets on the CPU took 1m and 2m, respectively. Most of that time was spent on feature extraction.

4. CONCLUSIONS

We presented a novel category-level object detection scheme based on the popular Naive Bayes Nearest Neighbour algorithm. We extended the original NBNN algorithm to obtain an efficient method for object localisation and detection. Our algorithm is interesting because it replaces the common sliding window approach with an efficient filtering operation, while retaining the excellent classification performance of NBNN. First results show good performance on a range of object classification and detection benchmarks while meeting the real-time constraint.

To the best of our knowledge, this is the fastest category-level object detection algorithm available, especially when learning time is also taken into account. It requires no classical learning, it can extend object models with minimal cost at any time (analogous to online learning), and it can detect dozens of classes in an image in real time. These properties make our algorithm attractive for scenarios in cognitive robotics, where performance is critical.

We are currently exploring biologically-motivated extensions of our algorithm in terms of dynamics and biological features, integrating our algorithm in a more complex scene representation system [17], and using our algorithm for landmark detection in a cognitive robot.
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2Filtering in Eqn 10 is linear with the number of classes, but this part is generally much faster than nearest-neighbour lookups.
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